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Abstract

AutoTutor is an educational technology that tutors students by holding a conversation with them. In various studies, AutoTutor has been as effective at helping students learn as human tutors, even though AutoTutor uses relatively shallow artificial intelligence. This chapter explores the behavior of AutoTutor in light of several theories that help explain its unreasonable effectiveness for promoting deep learning.
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The Unreasonable Effectiveness of AutoTutor

Intelligent tutoring systems (ITS) use artificial intelligence to emulate both the behavior and effectiveness of human tutors (Graesser, Conley, & Olney, 2011). As such, ITS are perhaps the most effective educational technology of the modern era. Not only are ITS twice as effective at promoting learning that the previous generation of computer-based instruction, but they are also generally as effective as human tutors (Kulik & Fletcher, 2016). However, while it is impractical to provide students with individual human tutors, intelligent tutoring systems, by virtue of being computer programs, can be duplicated without cost and can provide round the clock tutoring.

AutoTutor is an ITS that tutors students by having a conversation with them (Nye, Graesser, & Hu, 2014). Various studies have shown that AutoTutor is particularly effective for deep learning, such as learning causal models (Graesser et al., 2004), and that AutoTutor is just as effective as human tutors (VanLehn et al., 2007). AutoTutor’s success is somewhat surprising in that it uses fairly shallow artificial intelligence: AutoTutor does not use a production system, Bayes net, reinforcement learning, parsing, or comparable advanced artificial intelligence techniques that are commonly used in ITS (Woolf, 2008).

This chapter reviews AutoTutor’s structure, artificial intelligence, and adaptivity in light of several theories that help explain its unreasonable effectiveness for promoting deep learning.

Human Tutors Facilitate Deep Comprehension

AutoTutor’s conversational tutoring was designed to emulate the authentic behaviors and strategies of novice human tutors (Graesser, Person, & Magliano, 1995; Olney, Graesser, & Person, 2010; Person, Graesser, Magliano, & Kreuz, 1994). Perhaps unsurprisingly, the behaviors and strategies of novice tutors are relatively simple but effective. During a tutoring session, novice tutors present one problem after another to the student in a script-like fashion.
For each problem, a novice tutor approximately follows what Graesser and colleagues refer to as the 5-step tutoring frame:

1. Tutor poses the problem

2. Student attempts to answer

3. Tutor provides brief evaluation and feedback

4. Student and tutor have a multi-turn dialogue to improve the answer

5. Tutor assesses whether student understands the answer

The multi-turn dialogue of step 4 has variable length depending on how quickly and completely the student voices the correct answer. The turns within step 4 have been described by Graesser and colleagues as Expectation and Misconception Tailored dialogue. The term expectation refers to the components of the expected (correct) answer. Typically, if the correct answer to the problem is an explanation composed of several sentences, then each sentence corresponds to an expectation.

During step 4, the novice tutor addresses the expectations that were omitted from the student’s initial answer in step 2. Each expectation is addressed by an alternating pattern of tutor and student utterances. Often the tutor asks the students various kinds of leading questions and gives feedback to student answers. However, novice tutors will also provide examples, request clarifications, rearticulate solutions, and comment on the ability of the student or difficulty of the problem.

A Computerized Tutor: AutoTutor AutoTutor is modeled on the behavior and strategies of novice human tutors but also represents a fairly extreme simplification of those behaviors and strategies. Whereas the novice tutoring research that informed AutoTutor defined 34 tutor
“dialogue moves,” the minimal AutoTutor implementation\(^1\) consists of just nine of these: problem statement, pump, hint, prompt, assertion, positive/neutral/negative feedback, and summary (Olney et al., 2010). In particular, the complexity of step 4 of the 5-step tutoring frame is, in AutoTutor, simplified to a hint-prompt-assertion strategy for each expectation. AutoTutor begins step 4 by first deciding which expectation to cover first. Any expectation already articulated by the student is excluded from consideration, and if all expectations have already been articulated, AutoTutor skips step 4 entirely. AutoTutor determines expectation coverage using a statistical technique called Latent Semantic Analysis (LSA; Landauer, McNamara, Dennis, & Kintsch, 2007). Simply stated, LSA can compare student answers to expectations by first converting both answers and expectations into vectors then comparing the angle between the two vectors. An angle of zero indicates dissimilarity, and an angle of 1 indicates perfect similarity. In principle, a variety of methods could be used for the same purpose, and more sophisticated AI techniques have been developed (Rus, Olney, Foltz, & Hu, 2017). The advantage of LSA is that it is \textit{unsupervised}, meaning that it does not require labeled data that is commonly needed for many machine learning methods. The disadvantage of LSA is that it is not very precise and cannot distinguish between antonyms or words in different orders, e.g. “gravity causes mass” and “mass causes gravity” would have a cosine of one. AutoTutor uses an author-selected threshold, e.g. \(.7\), such that LSA similarity below the threshold means the student answer did not cover the expectation and similarity above the threshold means that the expectation has been covered. Previous research has suggested that if the threshold is carefully tuned using expert judgments, the maximum correlation between LSA in AutoTutor and expert judgments is approximately \(.50\) (Olde, Franceschetti, Karnavat, & Graesser, 2002).

\(^{1}\) Over a 20-year period, many versions of AutoTutor have been created (see Nye et al., 2014, for a review), but allowing for minor variations, this minimal AutoTutor implementation describes all one-on-one versions of AutoTutor.
At the beginning of step 4, AutoTutor uses LSA to assess what expectations have been covered and rank orders the remaining, uncovered expectations using three criteria: redundancy, similarity, and closest to threshold. The redundancy criterion uses LSA to compare uncovered expectations to each other to determine which expectation, if covered next, would cover the most other expectations. The similarity criterion uses LSA to calculate the expectation most similar to the current expectation. The closest the threshold criterion sorts the uncovered expectations according to their LSA similarity to the student’s answer. The expectation covered next is selected by summing the ranks determined by these three criteria and choosing the expectation with the lowest summed rank. It should be noted that while AutoTutor’s expectation selection algorithm appears highly adaptive because it considers these three criteria dynamically, only the closest to threshold criterion is truly adaptive to the student’s answer. The other two criteria are not adaptive because they only consider LSA similarity between expectations, which are static. Because AutoTutor’s expectation selection algorithm uses the sum of these three criteria and two of them are non-adaptive, the sequence of expectations covered by AutoTutor is biased towards a canonical non-adaptive order. It should be emphasized, however, that AutoTutor compares student answers to all expectations rather than just the current expectation and that this allows expectations to be covered at any time. Thus, while the order of expectations in AutoTutor is marginally adaptive, the expectations a given student actually sees is adaptive based on their answers.

Once an expectation has been selected, AutoTutor uses a hint-prompt-assertion sequence to elicit an answer from the student that will cover the expectation. A hint in AutoTutor is a leading question as opposed to a prompt, which queries a specific word or phrase in the expectation. For the expectation “The force of gravity pulls the balls downward,” a hint is “How does the Earth’s gravity affect objects?” whereas a prompt is “Gravity pulls objects in a direction that is ______?” An assertion is simply the expectation or a paraphrase of the expectation. Thus when AutoTutor uses the hint-prompt-assertion strategy, it asks the
student questions about an expectation starting with the least specific hint, then if the expectation still isn’t covered in the student’s answer, AutoTutor asks a more specific prompt, and finally if the student’s answer is below threshold, AutoTutor asserts the correct answer. The hint-prompt-assertion cycle is adaptive in two ways. First, AutoTutor provides feedback after each student response to a hint or prompt using LSA or keyword matching to hint/prompt answers. Second, at any time the current expectation is covered, AutoTutor will terminate the hint-prompt-assertion sequence and select the next expectation.

There are a few additional kinds of dialogue used by AutoTutor beyond what has been described above, namely metacommunicative/metacognitive responses and question answering. Metacommunicative statements like “Please repeat that” will cause AutoTutor to repeat the last utterance, metacognitive statements like “I don’t understand” will cause AutoTutor to encourage the student to try, e.g. “Why don’t you tell me what you know, and we’ll go from there,” and questions (in some versions of AutoTutor) cause AutoTutor to respond with answers created with question classification and information retrieval techniques. While these tutoring behaviors, particularly question answering, require more advanced AI to handle, none these are directly tied to AutoTutor’s content-based pedagogy, and previous studies indicate that only 3% of student contributions fall into these categories. Accordingly, it is doubtful that they contribute much to AutoTutor’s effectiveness, and they will be excluded from further discussion.

**What Causes Deep Comprehension?**

Why are tutoring and intelligent tutoring systems, like AutoTutor, so effective at promoting learning? Over the past few decades, researchers have progressed from a philosophical, descriptive understanding to an understanding more deeply connected to basic cognitive processes and mechanisms. While a chronological discussion of these developments
has its merits, given the space constraints of this chapter, a more focused approach will be followed, one that begins with broad theories and successively narrows down to what are likely the crucial elements that make AutoTutor effective. The key theories and constructs I discuss are the Interactive-Constructive-Active-Passive hypothesis, scaffolding, and the testing effect.

**Interactive-Constructive-Active-Passive**

The Interactive-Constructive-Active-Passive hypothesis (ICAP; Chi, 2009) predicts that the type of learning activity (as defined by the overt behaviors of the student) will largely determine learning outcomes. *Passive* activities are those which only include attending, e.g. listening or watching. A prototypical passive activity is attending a lecture. *Active* activities involve both attending and doing something that requires additional attention and movement but is not cognitively demanding. What is, or is not, cognitively demanding is relative to the student in question and therefore is assumed to follow developmental norms. For example, a middle-school student underlining while reading is, by underlining, engaging in an active activity, but a college student typing verbatim notes during a lecture might also be considered to be engaging in an active activity if typing is a highly automated skill. *Constructive* activities involve the creation of a tangible product, such as the solution to a math problem or notes that summarize and interpret a lecture. *Interactive* activities are co-constructive such that two students are jointly engaged in a constructive problem, meaning that they take turns. The ICAP hypothesis is that the rank order of the effectiveness of these activities is $I \geq C \geq A \geq P$.

Support for ICAP stems from two sources. In the original proposal, Chi (2009) reanalyzed 15 previously published studies. Conditions in each study were classified to one of the four ICAP activity types, and the significant differences between the coded conditions were evaluated with respect to the ICAP hypothesis. The ICAP pattern of effectiveness was consistently found. A similar reanalysis approach for 40 previously published studies also found the ICAP pattern (Chi & Wylie, 2014). Follow-up experiments explicitly designed to test ICAP
have also found the predicted pattern of effectiveness. Menekse, Stump, Krause, and Chi (2013) performed both classroom and laboratory experiments of ICAP. In the classroom study, which did not include a passive condition or random assignment, they found that $I = C \geq A$. In the laboratory study, which did include a passive condition and random assignment, they found $I \geq C \geq A \geq P$. Wiggins, Eddy, Grunspan, and Crowe (2017) in a quasi-experimental, within-subjects design tested whether interactive activities had better learning outcomes than constructive activities in a classroom setting. Results indicated that interactive activities made students 24% more likely to get questions correct on the posttest than constructive activities, supporting the ICAP hypothesis.

While Chi and colleagues have made some connections to cognitive processes in order to explain the ICAP effect, detailed accounts have been elusive, perhaps because ICAP theoretically covers any learning task, and learning tasks themselves involve many cognitive processes. However, a model called ICAP-A has been proposed that explains the ICAP effect in terms of attention (Olney, Risko, D’Mello, & Graesser, 2015). According to the ICAP-A model, failures of attention occur from failures of proactive and reactive control of sequential action. Proactive control is strong when tasks are routinized and when tasks are novel and require top-down control. Reactive control is strong when current action is in conflict with task goals, i.e. when errors are made. Passive tasks involve no activity, therefore no opportunities for proactive control or reactive control. Active tasks are simple and routinized, meaning that they have strong proactive control but weaker reactive control because routinized tasks require minimal cognitive monitoring. Constructive tasks may contain routinized subsequences but combine these in novel ways, meaning that they have both stronger proactive control and stronger reactive control than active tasks due to the increased top-down control and monitoring required for novel tasks. Interactive tasks require each participant to allocate attentional control for their individual constructive portion of the task as well as attentional control to monitor their partner’s behavior. By other-monitoring, i.e. monitoring their partner’s
errors as well as their own, participants experience stronger reactive control than they would if they were engaged in the constructive tasks by themselves. Olney et al. (2015) analyzed previous studies with conditions that correspond to the four ICAP activity types and found that differences in attention in these conditions followed the ICAP order. Additionally, Mills, D’Mello, Bosch, and Olney (2015) investigated the ICAP-A hypothesis in the context of various learning activities in the Guru ITS. Results from that study indicate that mind-wandering (a momentary lapse in attention) was negatively related to learning and that mind-wandering occurred more often in active activities than constructive activities, as ICAP-A would predict (See D’Mello, this volume).

**Scaffolding**

If interactive activities lead to the best learning outcomes, as proposed by ICAP, then what are prototypical interactive activities? Perhaps unsurprisingly, tutoring can be interactive according to ICAP, but only if it is of a certain form (Chi, 2009; Chi, Siler, Jeong, Yamauchi, & Hausmann, 2001; Chi & Wylie, 2014). If a tutor is very dominant, offering primarily explanation and quizzing the student, then tutoring is more properly considered “guided construction” (Chi, 2009) rather than interactive. In contrast, if the tutor tries to get the student talking more by replacing explanations with scaffolding pumps (e.g., “What else can you say”) and hints, then tutoring can become interactive (Chi et al., 2001).

Scaffolding is a pervasive and arguably widely misunderstood concept in the learning sciences, and as such has been defined in many different ways. As discussed by Olney (2014), the original notion of scaffolding (Wood, Bruner, & Ross, 1976) builds upon and clarifies Vygotsky’s Zone of Proximal Development (ZPD), “the distance between the actual developmental level as determined by independent problem solving and the level of potential development as determined through problem solving under adult guidance or in collaboration with more capable peers,” such that “what a child can do with assistance today she will be able
to do by herself tomorrow” (Vygotsky, 1978, pp. 86-87). The original theory of scaffolding can be interpreted as defining the ZPD in terms of gap between comprehension and production:

In the terminology of linguistics, comprehension of the solution must precede production. That is to say, the learner must be able to recognize a solution to a particular class of problems before he is himself able to produce the steps leading to it without assistance. (Wood et al., 1976, p. 90)

Comprehension sets the upper bound of the ZPD; if the student were incapable of recognizing the solution when shown, then the task would be outside their ZPD and what they were currently capable of learning. In learning, comprehension and production must become coordinated, such that the standard set by others becomes internalized and used to self-monitor production, i.e. to monitor and repair production errors (Clark & Hecht, 1983). With respect to ICAP and ICAP-A, scaffolding within the ZPD involves proactive and reactive control from the self as well as reactive control arising from comprehending the tutor’s behavior. When the tutor’s behavior is suggestive (e.g. leading questions), comprehension processes and reactive control are more fully engaged than when the tutor’s behavior is directive (e.g. tutor explanations), because the student must internalize reactive control.

The original theory of scaffolding defines six scaffolding functions consistent with the interactive mode of ICAP and which occur in AutoTutor. Although these six functions were proposed to describe scaffolding young children arranging puzzle blocks into pyramids, they are common elements in naturalistic tutoring.

**Recruitment.** The tutor gains the student’s attention, interest, and commitment to the learning task. Recruitment is perhaps taken for granted in formal learning environments and is not explicitly represented in AutoTutor. However, concrete and motivating examples, very common in expert tutoring (Person & Graesser, 2003), can serve to recruit students to
the task. In AutoTutor, motivating examples can be authored into the problems students are asked to solve.

Reducing degrees of freedom. The tutor reduces task difficulty to the appropriate level.

AutoTutor implements this function through the hint-prompt-assertion cycle, which incrementally reduces the difficulty of a student covering an expectation.

Direction maintenance. The tutor keeps the student focused on the current goal and provides motivational support when needed. AutoTutor provides direction maintenance using the curriculum script, which provides direction maintenance at the level of the 5-step tutoring frame (problem level) as well as expectation misconception tailored dialogue (expectation level; hint-prompt-assertion).

Marking critical features. The tutor draws attention to critical task features like incorrect solutions. AutoTutor implements this function by asking leading questions like hints and prompts and by providing feedback.

Frustration control. The tutor tries to limit the student’s negative affect from lack of progress.

The minimal implementation of AutoTutor does not attempt frustration control directly, but may indirectly provide frustration control by giving indirect feedback and less negative feedback than is warranted, a strategy that appears to be employed by human tutors (Graesser et al., 1995; Person & Graesser, 2003).

Demonstration. The tutor models the solution in part or whole. AutoTutor implements this function by asserting an expectation at the end of the hint-prompt-assertion cycle.

The alignment between AutoTutor and the six scaffolding functions suggests that AutoTutor’s scaffolding, and thus interactivity under ICAP, completely derives from two aspects of its design, the hint-prompt-assertion cycle and feedback. Considered in this light, AutoTutor’s
rigid, simplistic hint-prompt-assertion cycle and relatively non-discriminating feedback (a product of LSA) are not weaknesses that need to be overcome by applying more sophisticated AI, but rather the fundamental elements that make AutoTutor work.

**Testing effect**

Scaffolding, as discussed, falls short of a full account of AutoTutor’s effectiveness based in cognitive processes and mechanisms. However, it does suggest where to look for a full account, namely the testing effect, which includes both answering questions and receiving feedback. Briefly stated, the testing effect enhances memory for material by following exposure to that material with testing (Roediger & Karpicke, 2006). The nature of the test can greatly influence the strength of the testing effect. Recognition tests, like multiple choice tests, are less effective than recall tests like short answer tests (Andrew C. Butler & Roediger, 2007). However, testing without ever giving the correct answer when students are wrong can make this effect disappear (Kang, McDermott, & Roediger, 2007). Furthermore, the testing effect is stronger when a participant answers a question correctly than when they answer incorrectly (Andrew C Butler, 2010) While the testing effect has often been shown for memory of identical material (the same test items used in study being used in a retention test), the testing effect has also been demonstrated in near and far transfer tasks (Butler, 2010), meaning that the testing effect applies to both shallow and deep learning.

There are multiple competing explanations regarding the cognitive mechanisms and processes behind the testing effect (Roediger & Karpicke, 2006). A recent proposal, called constructive retrieval, attempts to account for the goals and expectations of the participant, the format of the testing, and the construction of a mental model for the material studied (Hinze, Wiley, & Pellegrino, 2013). The memory aspect of constructive retrieval is based on an elaborative account of memory retrieval, such that retrieval strengthens memory for not only
the item retrieved but all of the items semantically associated with it. More difficult retrieval
requires reconstructive processes that initiate additional retrievals and therefore greater
strengthening of memory. When retrieval queries a mental model, the retrieval should
strengthen not just the item queried but cascade across the mental model.

These recent results around the testing effect have clear parallels to the scaffolding
AutoTutor employs. All AutoTutor questions are recall questions coupled with feedback. If the
student is incorrect on a hint, AutoTutor proceeds to a prompt before asserting the answer,
which increases the likelihood that the student will be able to address the expectation correctly
and therefore capitalize on the testing effect. The hint-prompt-assertion strategy also
reinforces constructive retrieval by giving the student the maximal opportunity to engage in
constructive processing during retrieval (pumps and hints) before giving lower constructive
processing opportunities (prompts and assertions). Constructive retrieval would predict that
more constructive processing leads to greater learning, and this prediction is supported by
AutoTutor studies in which pumps and hints are more highly correlated with student learning
than prompts and assertions (Jackson, Person, & Graesser, 2004).

It is interesting to ask just how much ITS learning gains might be explained by the testing
effect. A recent meta-analysis of ITS found an average effect size (g) of .62 relative to
conventional instruction (Kulik and Fletcher, 2016), and a complementary meta-analysis of the
testing effect found an average effect size (g) of .51 relative to restudying. Thus, one might
speculate that perhaps 80% of the effectiveness of an ITS like AutoTutor might be attributable
to the testing effect. However, several previous AutoTutor studies suggest it could be as high as
100%.

VanLehn et al. (2007) report four AutoTutor studies that have a comparison condition
that could be interpreted as a testing effect condition. The testing effect condition required
students to write an essay answer in response to a problem statement, read a mini-lesson
covering all possible answer flaws, edit the essay, and then review the ideal answer. In other words, the testing effect condition included a constructive retrieval task, feedback, the opportunity to correctly retrieve the material, and additional feedback. All four studies found no significant difference between AutoTutor and the testing effect condition, even on a far-transfer essay test and a one-week delayed post-test.

The Challenge of Making AutoTutor More Effective

AutoTutor is highly effective at helping students learn, averaging a large effect size across various studies, Cohen’s $d = .80$ (Nye et al., 2014), despite having relatively shallow AI compared to other ITS. What makes AutoTutor so unreasonably effective? AutoTutor’s highly interactive scaffolding, consisting of leading questions and feedback, is likely the reason. The structure of AutoTutor’s scaffolding creates a testing effect by giving the student the maximal chance for constructive retrieval of each expectation.

Perhaps paradoxically, AutoTutor’s shallow AI may contribute to rather than work against its effectiveness. AutoTutor’s AI is principally based on LSA, which it uses to sequence dialogue and determine feedback. Although much dialogue sequencing is based on static content rather than adapting to the student in real time, using LSA to sequence content will preferentially select the longest/most difficult expectations and corresponding questions, which creates greater opportunities for constructive retrieval than if shorter/easier expectations and questions were selected. So being less adaptive may actually help enhance the testing effect. Feedback using LSA would likewise seem disadvantageous, as LSA is not particularly precise at assessing correctness. If the LSA threshold is too high, then AutoTutor will not count student answers as correct unless they are almost identical to the ideal answer. A high threshold may create frustration on the part of the learner, but it may also have additional learning benefits. First, the student will receive more opportunities to engage in constructive retrieval, which should benefit learning. Second, a high LSA threshold may shift the strategy of the student from
thinking only about the right answer to thinking about alternative ways of expressing the right answer so that AutoTutor will accept it. Not only should this strategy shift engage additional constructive retrieval, but it also invokes the notion of other-monitoring, a key component in ICAP. Of course it is also possible for AutoTutor script authors to make the LSA threshold so low that AutoTutor accepts incorrect answers, which has no obvious benefits for learning, but that seems to rarely happen in practice, likely because this error is fairly easy for authors to detect.

What would it take to make AutoTutor more effective? Just from the standpoint of the testing effect, there are several outstanding challenges. First, it would be ideal if AutoTutor could select the question with the greatest opportunity for constructive retrieval that the student was also likely to get correct. An important first step towards this would be to consider how AutoTutor would gain the information needed to make this determination, as its student model starts empty and is constructed based on student responses to questions. Second, spacing and interleaving retrieval practice by querying an expectation, switching to another expectation, and then querying the first expectation again, should further enhance learning. This pattern has been followed in some past AutoTutor implementations, but only if the student failed to cover the expectation the first time. Likely there is a benefit to spaced practice even if the student covers an expectation on the first hint, and such practice could be computed according to existing models of optimal practice (Pavlik & Anderson, 2008). Finally, if evaluation of student answers were more diagnostic, AutoTutor could potentially respond with highly specific feedback or even follow-up questions to probe ambiguous answers or answers that conflate concepts. Such evaluation is extremely difficult but is currently being pursued by researchers (Rus et al., 2017). To put these challenges in perspective, recall that ITS are already as effective as human tutors (Kulik & Fletcher, 2016): these challenges represent what it might take to go beyond.
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